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- It could be argued that supervised grammar induction is not directly relevant to poverty of stimulus arguments.
- It requires that target parse structures be represented in the training set, while children have no access to such representations in the data they are exposed to.
- If negative evidence of the sort identified by Saxton (1997, 2000) and Chouinard and Clark (2003) is available and plays a role in grammar induction, then it is possible to model the acquisition process as a type of supervised learning.
- If, however, children achieve language solely on the basis of positive evidence, then it is necessary to treat acquisition as unsupervised learning.
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- The model imposes the requirements that
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  - constituents have heads that select for their siblings, and
  - this selection is determined by the head words of the siblings.
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- Far more promising results have been achieved in recent work.
- Klein and Manning (K&M) (2002) propose a method that learns constituent structure from POS tagged input by unsupervised techniques.
- It assigns probability values to all subsequences of tagged elements in an input string, construed as possible constituents in a tree.
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- This automatically annotated data is added to the original hand annotated corpus for a new cycle of training.
- The process is iterated with additional unannotated corpora.
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- B&B suggest that this effect may be due to the learning process reaching a point at which the benefits of additional data are outweighed by the distortion of bias imported with new samples.
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To the extent that such grammar induction procedures are successful, they undermine the APS as an argument for linguistic nativism.

They show that an ML algorithm can effectively acquire a significant element of human linguistic knowledge relying primarily on generalized information theoretic techniques.
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The success of weak bias unsupervised ML in grammar induction (and related NLP tasks) vitiates the APS. However, it does not tell us anything about the actual cognitive mechanisms that humans employ in first language acquisition.

A strong nativist view of UG could, in principle, still turn out to be correct on the basis of independent psychological and biological facts.
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